ISSN 2227-6890

2. Konstytutsiia Ukrainy : Zakon Ukrainy vid 28.05.1996
r. Ne 254k/96-VR. Vidomosti Verkhovnoi Rady Ukrainy. 1996.
Ne 30. St. 141.

3. Ekolohichna  bezpeka  derzhavy:  derzhavno-
upravlinskyi vymir : monohrafiia (2016). ; V.A. Andronov,
S.M. Dombrovska, V.H. Kovalchuk, O.l. Kriukov ta in.
Kharkiv : NUTsZU. 220 s.

4. Vetvytskyi D.O. (2010). Rozvytok derzhavnoi
ekolohichnoi polityky Ukrainy v umovakh hlobalizatsii :
avtoref. dys. ... kand. nauk z derzh. upr. : 25.00.02 ; Akad.
munitsyp. upr. K. 20 s.

5. Hetman A.P., Anisimova H.V. (2023). Klimatychni
zakonodavstvo i pravovidnosyny: suchasnyi stan ta
perspektyvy rozvytku v konteksti zabezpechennia natsionalnoi
bezpeky. Problemy zakonnosti. Vyp. 162. S. 6-37.
https://doi.org/10.21564/2414-990X.162.287135.

6. Horbulin V.P., Kachynskyi A.B. (2009). Zasady
natsionalnoi  bezpeky  Ukrainy pidruchnyk. K. :
Intertekhnolohiia. 272 s.

7. Kryshtanovych M.F., Pushak Ya.la., Fleichuk M.I.,
Franchuk V.I. (2020). Derzhavna polityka zabezpechennia
natsionalnoi  bezpeky Ukrainy: osnovni napriamky ta
osoblyvosti zdiisnennia : monohrafiia. Lviv : Spolom. 418 s.

8. Osnovy derzhavnoho upravlinnia ta mistsevoho
samovriaduvannia : navch.-metod. posib. (2012). ; O.D. Lazor,
O.la. Lazor, 1.V. Yunyk ; Khmelnyts. un-t upr. ta prava.
Khmelnytskyi : Polihrafist-2. 519 s.

9. Publichne upravlinnia ta natsionalna bezpeka
monohrafiia (2019). ; A.M. Mykhnenko, N.M. Hrushchynska,
Yu.V. Nesteriak, YaF. Zhovnirchyk ta in. ; za red.
A.M. Mykhnenka, N.M. Hrushchynskoi. K. : NAU. 340 s.

10. Omarov A.E. (2018). Ekolohichna bezpeka derzhavy
v umovakh hlobalizatsiinykh vyklykiv suchasnosti: derzhavno-
upravlinskyi aspekt : monohrafiia. Kharkiv : NUTsZU. 288 s.

11. Sytnyk H.P. (2020). Vzaiemozumovlenist kryzovykh
ta nadzvychainykh sytuatsii u konteksti publichnoho
upravlinnia u sferi natsionalnoi bezpeky. Ekspert: paradyhmy
yurydychnykh nauk i derzhavnoho upravlinnia. Vyp. 2 (8). S.
180-193.

12. Khylko M.I. Ekolohichna bezpeka Ukrainy : navch.
posib. Kyiv, 2017. 266 s.

13.Pro  okhoronu navkolyshnoho  pryrodnoho
seredovyshcha : Zakon Ukrainy vid 25.06.1991 r. Ne 1264-XI1.
Vidomosti Verkhovnoi Rady Ukrainy. 1991. Ne 41. St. 546.

14. Pro natsionalnu bezpeku Ukrainy : Zakon Ukrainy vid
21.06.2018 r. Ne 2469-V111. Redaktsiia stanom na 31.03.2023 r.
Vidomosti Verkhovnoi Rady Ukrainy. 2018. Ne 31. St. 241.

15. Pro rishennia Rady natsionalnoi bezpeky i oborony
Ukrainy vid 6 travnia 2015 roku «Pro Stratehiiu natsionalnoi
bezpeky Ukrainy» : Ukaz Prezydenta Ukrainy vid 26.05.2015 r.
Ne 287/2015. Retrieved from
https://zakon.rada.gov.ua/laws/show/287/2015#Text

16. Monitorynh dovkillia. (2023). Analitychna zapyska
shchodo stanu ta perspektyv rozvytku derzhavnoi systemy
monitorynhu dovkillia. K. : Komanda pidtrymky reform
Mindovkillia. 119 s.

17. Pro Radu natsionalnoi bezpeky i oborony : Zakon
Ukrainy vid 05.03.1998 r. Ne 183/98-VR. Redaktsiia stanom na
29.07.2023 r. Vidomosti Verkhovnoi Rady Ukrainy. 1998. Ne
35. St. 237.

Haoittwna (received) 07.09.2023

Bioomocmi npo asmopis / About the Authors
Boxosuxosa KOnis Bonooumupiena (Bokovykova Yulia) — XapkiBCchbKuii Hal[iOHAJBHUN YHIBEPCHUTET iMEHi
B.H. Kapasina, noueHt kadenpu myOqiyHOro yIOpaBIiHHS Ta ICpKaBHOI cay»0n HaB4anbHO-HAYKOBOTO 1HCTUTYTY
«IHCTUTYT NEepKaBHOTO ynpaBiiHHD»; XapkiB, Ykpaina; ORCID: https://orcid.org/0000-0001-6622-7409

YJIK 351.811:004.89

A.A. BYJIITAKOBA, B.C. CTYITHIK

OIUHKA BIAITOBIJAJBHOCTI
3ACOBAMMU 31 ITYYHUM IHTEJIEKTOM
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3A° YMOBU KEPYBAHHSI TPAHCHOPTHUMUH

ABTOMOOIT 31 WITy4yHUM iHTENeKTOM (Al) MOXYTh caMOCTiiiHO 0OpoOIIATH HaHi, ane IM moTpidHa Jormomora

JIOJIUHY, 1100 NpUAMaTH PIlIEHHS Ta KOHTPOJIOBATH IOBOJPKEHHS Ha JI0pO3i. Y MIpy PO3BUTKY JOCIIIKYBaHHUX
TEXHOJIOTI1 JIFOJIIM CTa€ BaXKKO NepeI0auuTh pe3yabTaTd Al cucteM i BUCHOBKIB, IO 301IIBIIY€E MMOTEHITITHI PH3UKH,
MoB’s13aHi 3 1X poOOTOIO Mix Yac BOAIHHA. Tak, MOCHiKEHHS MMOKAa3aJio, MO BIPOBAKEHHS IITYYHOTO HTEICKTY
3pOOHIIO PEBOIIOLII0 B aBTOMOOLIBHIN IIPOMHUCIIOBOCTI, OCOOJIHMBO II€ CTOCYETHCS aBTOMOOLIIB, sIKi AJIS1 BOAIHHS HE
noTpeOyroTh Bois. He3Baxkaroun Ha Te, 1110 TaKke BIPOBAKEHHS € 3pyYHHM ULl KOPUCTYBAYiB, OJTHAK € PU3HKH L1010
IHIIMAEHTIB Ha AOPO3i 3 HErAaTUBHUMH HaCJiJKaMH. 3BaXKaroul Ha BKa3aHe, IOCHIIKeHHS CIIPSIMOBAHE Ha 3’ SICyBaHHS
MUTaHHSA IOZ0 BiJOKPEMJICHHS BIiAMOBIAAIBHOCTI HUIIXOM HAJaHHS OLIHKM TOMY YH Ma€ CHCTEMa MITYYHOTO
IHTENIEeKTy TOBHY aBTOHOMHICTh YM Hi. A/DKe B pasi aBapii MO)Ke BHHHMKHYTH CyIepedKa, XTO MOBHHEH HECTH
BIITOBITAIBHICT.

TakuM YHHOM CTATTS MPOIOHYE HANPSIMOK JUIs 3aKOHOJABUOTO BPETyJIIOBAHHS BiINOBIAAJIBHOCTI Y BHUIIQAKY
ATII Ta y pa3i aBTOHOMHOTO BOAIHHSA. TOMy aBTOpM BB@)XalOTh, IO BiANOBIAAJIBHICTE PEKOMEHIOBaHA OyTH
MPOTIOPLIHHOIO BHHI 32 OIIHKOIO MOBEIIHKM KOPHCTyBaya Ta PO3POOHHKIB aBTOHOMHOTO aBTOMOOINS BiATOBiAHO,
BPaxOBYIOUH- IPUUHATH 3aX01 III0JJ0 KOHTPOJIIO pU3HKIB. ABTOPH HAroJIONIYIOTH SIK HAa HEOOXIJHICT Y PETEIbHOMY
TUIaHyBaHHI JU3aliHy Ta y KiHIIEBOMY YNpPaBJIiHHI MiJl 4ac TECTyBaHHS TPAHCIOPTHHX 3aco0iB i3 BramroBaHow Al
CHCTEMOIO, TaK 1 Ha IX IUIaHOBIH iHTerpanii y tpadik Ha gopo3i. OKpiM TOTo, CTATTS MiAKPECIIOE HEBU3HAYCHICTD
3aKOHOJIaBIIiB y BMBYECHOMY IMTaHHI, TOMY 3BEpPTAlOTh yBary yciX YYacHHKIB IPH ITOBOPKEHHI Ha JOpo3i Hpo
B)XJIMBICTD JOTPUMAaHHS HE JIMIIE 3aKOHIB 1 ITPaBWJI, ajeé i €THYHOrO BUKOPHCTaHHS aBTOHOMHHX TPAaHCIIOPTHHX
3aco0iB.

KnatouoBi cioBa: nepxaBHe peryJsioBaHHS, 3aKOHOJABCTBO, aBTOHOMHI aBTOMOOLNI, IHTEJEKTyaJbHa
aBToMaTm3anig nporecy (IPA), anroputmu, 1OMyCTUMUI pU3NK, TPUYNHHO-HACIIAKOBHH 3B’ SI30K, €THKA.

Bicnux Hayionanvnoeo mexwniunoeo ynisepcumemy «XI11». Cepia:
Axmyanvui npodremu po3sumky ykpaincovkoeo cycninocmaa, Ne 2 2023 53



ISSN 2227-6890

D.A. BULGAKOVA, V.S. STUPNIK

THE RESPONSIBILITY ASSESSMENT
VEHICLES

IN THE SCENARIO OF DRIVING AI-BASED

Artificial intelligence (Al) machines can process data independently, but they need human assistance to make
decisions and control their behaviour. As Al technology progresses, it becomes difficult for humans to predict the
outcome of calculations and inferences, which increases the potential risks associated with its operation. The
introduction of Al has revolutionised the automotive industry, especially with the development of self-driving cars.
While they offer convenient transportation, accidents may occur, and it's necessary to distinguish whether the Al
system has autonomy or not, and in the scenario of an accident, it may be controversial who should be held
accountable.

Consequently, this article aims to explore the direction of future legislative policy in the event of an accident
involving Al with a focus on self-driving cars in the automotive industry. In this regard, the authors propose a solution
proportionally to the behaviour assessment of the user and developers respectively, and risk control measures during
the development stage underscoring careful planning and management in real-world testing of unmanned vehicles for
the integration of Al into daily life. Furthermore, it highlights the uncertainties about appropriate laws to regulate the
phenomenon of self-driving vehicles and suggests the importance of complying not only with laws and regulations

but also with ethical development and use.

Key words: state regulation, legislation, self-driving cars, intelligent process automation (IPA), algorithms,

permissible risk, cause-and-effect relationship, ethics.

Problem statement. As the legal system related to
artificial intelligence continues to evolve, it will provide
a framework to regulate human behaviour in its
development and use, preventing disputes and harmful
outcomes. This is like how pesticides protect crops and
increase yields while also having the potential to harm
human health and the environment. In response,
lawmakers have created legal frameworks, such as the
pesticide management, the food safety and sanitation
management laws, to maximize the benefits of pesticides
while mitigating potential harms. Similarly, legislators
must continue to refine their understanding of artificial
intelligence and create legal norms that maximize its
benefits while minimising potential risks.

The development of unmanned vehicles represents
a significant breakthrough in human transportation.
Unlike traditional human-controlled vehicles, unmanned
vehicles rely on Al systems to control their movement
and operation. Currently, the legal systems in many
countries are still limited, as traffic regulations are still
based on human driving as the starting point, and the
establishment of a comprehensive legal system for
artificial intelligence is a goal for legislators. The
analysis by Salmanova, O. Yu, and A. T. Komziuk [13]
shows that the legal regulation and practice of
administrative penalties for violations of the rules of
stopping, vehicle parking need further improvement,
primarily in terms of ensuring the rights of those
prosecuted. Unmanned vehicles refer to various means of
transportation that operate under remote control or
automatic operation, including autonomous technology
such as self-driving cars. The purpose of these
regulations is to promote the development of unmanned
vehicle technology and create a safe environment. To
fully realize the potential of unmanned vehicles, real-
world testing is necessary. The Commission adopted on
17 May 2018 an EU strategy on automated and connected
mobility (CAM, available at https://eur-
lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:
52018DC0283). As part of the strategy, the Commission

announced its intention to work with Member States in
2018 on guidelines to ensure a harmonised approach to
the exemption procedure for the EU approval of
automated vehicles and administered Guidelines on the
Exemption procedure for the EU approval of Automated
Vehicles, Version 4.1. The guidelines hereafter have
been supported by the Technical Committee on Motor
Vehicles of 12 February 2019. According to guidelines
Annex |: Information to be Provided by the Vehicle
Manufacturer, for the safety assessment and testing, —
design and validation process to be validated by the
technical service and confirmed by the approval
authority: (i) Assessment of the functional and
operational safety for the automated system design; (ii)
Test of the functionality; (iii) Tests in case of system
failure: 1. Measurement equipment used; 2. Test
conducted by the technical service/type-approval
authority; 3. Description of in-use tests.

This requires careful planning and management,
including safety protocols, site  management,
experimental handling and reporting of all unmanned
vehicle types where self-driving cars hold the most
promise. While the development of unmanned vehicles is
promising, more work is needed to make them a viable
option for the daily transportation of all of humanity, and
the vision of a world where people can effortlessly travel
in self-driving cars remains an unrealised invention.

Material and Methods. The selected theme still
has experimental stage and, therefore, should be based on
the needs of traffic management and take into account
unfavourable grounds such as crowds or traffic tides.
Today, self-driving car technology is mature, and it can
drive away from the experimental field, run in the streets
and alleys, and be safe and sound, traffic regulations such
as highway law and road traffic management regulations
must be amended accordingly. During the test period of
the vehicle, some regulations may be excluded. There is
a risk of being punished because of business regulations,
or it is known that the relevant regulations do not apply
to innovation experiments. Given the inherent
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unpredictability of technological innovation, certain
provisions must be taken into consideration. In principle,
during the testing phase, applicants who engage in
innovative experiments within the parameters approved
by the competent authority may do so without violating
applicable laws, regulations, orders, or administrative
rules, unless expressly excluded by the approval
decision. In such cases, the competent authority is
responsible for notifying the applicant of the exclusion.
The rules that may be excluded from application include

road traffic management punishment regulations,
highway  law, civil aviation, ship law,
telecommunications, and other related laws and

regulations, as well as laws related to the research and
development and application of unmanned vehicle
technology.

In the view of Bohm, Felicia, and Klara Héger [1],
it is not possible to introduce completely self-driving cars
with respect to today's laws and traffic rules. The
European Union is responsible for establishing
fellowship rules, and the United Nation Economic
Commission for Europe (UNECE) establishes the
technical requirements for vehicles. At the national level
the Swedish Transport Agency, the Transport
Department, and local authorities develop the design of
future infrastructure. These actors study the social
benefits of autonomous driving in terms of performance,
robustness, urban development, environment and health,
usability, and safety. Stakeholders in Sweden highlight
that road safety will increase when reducing human
errors through the introduction of autonomous vehicles.
What requirements, regulations, and other policy
instruments need to be changed are essential aspects to
make implementation possible, and the Transport
Agency needs to continue to increase its knowledge and
participation in the matter. There are laws saying that
someone must be responsible for the safety of the vehicle.
The Road Traffic Convention (also known as Vienna
Convention on Road Traffic) demands that all vehicles
should have a driver and that the driver at all times should
be able to take control over the vehicle. The regulations
also state that vehicles must not be driven by a person
who, because of illness, the influence of alcohol or other
drugs, exhaustion, or other reasons, cannot drive a
vehicle safely. If an accident occurs, due to negligence or
by intention, it is the driver who is responsible and
brought to justice. Autonomous cars still require a
human's observation, and the difficulty of getting full
attention back from a distracted driver is an issue when
the driver has the opportunity to relax and not be aware
of the situation on the road, which might result in
decreased road safety.

However, it should be noted that not all rulings may
be excluded. Provisions related to money laundering
prevention, terrorism prevention, and related laws cannot
be ignored, and civil and criminal responsibilities that
may arise from experimentation cannot be ruled out.
Nevertheless, such provisions may be too broad and
leave room for further review.

The issue with the previous statement is that it fails
to consider the different types of unmanned vehicles,
such as remote control, autonomous, and manual
operation. These types of vehicles differ in essence, one

being human-driven and the other being unmanned.
Remote-controlled unmanned vehicles are still driven by
humans, but the human driver is not physically present in
the vehicle. If a remote-controlled non-self-driving
unmanned vehicle experiences a fatal accident during an
experiment, the fault lies with the human driver at the
remote end who violated their duty of care. If a causal
relationship is established between their behaviour and
the outcome of death or injury, the human driver may be
held accountable. On the other hand, unmanned vehicles
are operated by autonomous systems without human
drivers, making them self-driving transport. If a fatal
accident occurs during an experiment with autonomous
unmanned vehicles, it is impossible to hold a human
driver responsible as there is no human driver present.
However, it is important to note that during these
experiments, the driver's seat is typically still present on
the vehicle and staff for safety purposes. If the Al
operating the vehicle makes an error during the
experimental period, the researcher present can take
immediate control to avoid accidents. It is essential to
understand that this person is not a driver but rather a
researcher.

Furthermore, the developer must comply with all
legal requirements and obtain approval from the
competent authority for the unmanned vehicle
experiments, including compliance with legal norms. For
the competent authority, the authors suggest also
assessing whether the incorporation of regular software
updates in vehicles can lead to the emergence of
problems. One question that arises in this context is
whether such updates automatically classify the entire
autonomous vehicle as a new product, regardless of the
nature of the updated software. The European
Commission stresses in its Notice 2016/C 272/01 "The
"Blue Guide" on the implementation of EU products
rules 2016" a product, which has been subject to
important changes or overhauls aiming to modify its
original performance, purpose, or type may be
considered as a new product. Products that have been
repaired or exchanged, without changing the original
performance, purpose, or type cannot be considered new
products. Also, the Commission stipulates that software
updates or repairs could be assimilated into maintenance
operations if they do not modify a product already placed
on the market in such a way that compliance with the
applicable requirements may be affected. In order for a
software update to not result in a new product being put
into circulation, the updated vehicle must not undergo
any modifications that require a full conformity
assessment to assess the product's risk profile and ensure
the safety of individuals and properties. Whether or not
an autonomous vehicle is considered new after a software
update depends on whether the update altered the
vehicle's "traffic behaviour" to a significant extent. Thus,
according to De Bruyne, Jan, and Jarich Werbrouck [5],
on the one hand, the self-driving car will indeed be
considered a new product after a software update, a new
expiry term of ten years will start from the moment the
autonomous vehicle is put into circulation again, namely
after the moment when the software is installed. This new
expiry term also applies to parts of the vehicle that were
already put into circulation before the software update
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but that are "re-put" into circulation as part of the new
vehicle as a whole. Imagine the following situation. | buy
an autonomous vehicle in 2018. The brakes are part of
the vehicle and are thus already put into circulation by
that moment. In 2027, the software is updated, and a new
ten years-expiry term arises for the updated autonomous
vehicle. In 2036, the damage is caused by a defect in the
brakes, which have not been changed since 2018.
Therefore, the producer compensates the damage caused
by defective brakes eighteen years after they were
initially put into circulation, without having been
changed or modified since then, because the vehicle is
considered a new product put into circulation after the
software update. This undermines the effectiveness of the
ten years-expiry terms as the producer can still be held
liable for a defect in his product that has been existing for
more than ten years. On the other hand, one can depart
from the assumption that the updated autonomous
vehicle will not be considered a new product put into
circulation. Yet, even in that hypothesis, problems can
arise. Ten years after the original product was put into
circulation — the self-driving vehicle in 2018 — a liability
vacuum is at risk of occurring. As opposed to many
products such as bottles, cell phones, or laptops,
autonomous vehicles will probably be used longer than
ten years. Deciding otherwise would mean a throwback
compared to today's average car age, which is
approximately twelve to fifteen years.

Hence, the developer cannot be held responsible for
accidents during the experiment. It is argued that
autonomous intelligence is a rational choice of human
beings and a trend in human civilisation. This does not
mean hypocrisy, but rather that developers must still
abide by relevant laws and regulations and bear legal
liability if they fail to do so. It is essential to maintain this
bottom line of independent innovations. On the other
side, the implementation of autonomous systems can be
highly unpredictable, making developers worried about
being blamed or even facing legal consequences for
accidents or injuries. To alleviate these concerns, it is
necessary to focus on the preparation of relevant laws and
regulations and the improvement of the assessment
capabilities of competent authorities. In terms of
legislative measures, it is important to distinguish
between unmanned vehicle experiments with remote
control and automatic operation. Specifically, during the
experimental period, the developer should not bear
responsibility unless there is a violation of the approved
experimental plan. It means, for experiments, developers
who comply with the law should not be held accountable
for accidents or injuries that occur. However, in the case
of violations of the approved experimental plan,
administrative responsibility should be imposed within a
reasonable limit. The Al prosperity depends on the
encouragement of talent and funding through relevant
laws and regulations, leading to the creation of job
opportunities and output value. Technology products, such
as self-driving cars, can greatly benefit society when they
have a high penetration rate and a mature environment. This
lays the foundation for the integration of autonomous
intelligence into daily life and morality consideration.

Moral responsibility may exist even if there is no

legal responsibility. The establishment of legal

responsibility can affect our moral evaluation of
something. For example, if an action is both immoral and
illegal, the legal responsibility reinforces our judgment
that the action is immoral. However, the establishment of
legal responsibility does not necessarily depend on the
establishment of moral responsibility. For an action to be
legally culpable, it must also be morally reprehensible. If
an action is morally permissible, more reasons should be
given to establishing legal responsibility. Firstly, civil
disobedience is a good example. At first glance, it may
seem no different from other illegal acts, such as blocking
traffic. However, what makes an action civil
disobedience is that it has some moral legitimacy or
reasons to support it, which raises questions about
whether severe legal punishment is appropriate.
Therefore, the legal treatment of civil disobedience must
be more rigorous and careful. Of course, this is a complex
and debatable issue, with many opposing viewpoints at
both the abstract and concrete levels. Secondly, the
problem is not only that a machine, having no
consciousness, cannot feel responsibility-to, cannot
recognize a morally relevant relation, and cannot
recognize others as others, but also that humans will
perceive the car and its actions as "machine" actions, that
is, they will not at all recognize that car and its machine
driver as "other" [3]. This means that, in the case of
contemporary cars, they already feel less responsibility-
to, and in the case of self-driving cars, the condition for
relational responsibility is entirely lacking (ibid.). Unless
the car is perceived as other, human drivers who
encounter the machine car will be unable to relate to it in
a morally relevant way, and social-relational autonomy
cannot get off the ground (ibid.).

Can factors like morality affect the decision of self-
driving cars? From a moral standpoint, the factors that
influence decision-making can be seen in examples like
the trolley problem (The Mercedes-Benz Group holds
responsibility for advanced assistance systems. In 2016,
the manager, Christoph von Hugo, became the first to
express concerns regarding unmanned driving. In the
event of an accident, the safety of the driver and
passengers takes priority, followed by pedestrians (Morris
David Z. Mercedes-Benz’s Self-driving Cars Would
Choose Passenger Lives Over Bystanders. FORTUNE 15
October 2016, http://fortune.com/2016/10/15/mercedes-
self-driving-car-ethics/). In 2020 Gill Tripat tested and
verified the key phenomenon of moral decisions and
judgments. As in study 1, participants were more willing
to choose harm to a pedestrian (hypothesis 1a) and
considered this action more appropriate (hypothesis 1b)
with autonomous vehicles (AV) as compared to when
they were the agent in control. Moreover, as proposed in
hypothesis 1c, this effect was mediated by the perceived
lower responsibility for the consequences of the actions
to oneself versus the car. Note that while the majority of
participants still chose swerve (and avoided harm to the
pedestrian), the odds of choosing stay (harm to the
pedestrian) were about four times higher in the AV as
compared to the self as agent conditions [7].

Different situations can alter the moral priority of
decision-making. Legally speaking, if we assume a most
basic situation, a self-driving car may choose to hit or
turn to Kkill, which, in itself, may be morally neutral
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behaviour. In this scenario, when faced with two options,
both resulting in harm, the decision-maker must
determine which action takes priority. In other words,
develop algorithmic understanding of the consequences
of the chosen action. For instance, in the case of a tram,
if it were to run over five people going straight and hit
and kill one person on the right, the driver may choose to
hit the student trespassing on the track, even if the student
is innocent, to prevent harming more people nearby. This
decision, while morally questionable, may be deemed
necessary to preserve the group's greater good or
interests. However, in cases where there are no additional
conditions set at the beginning, legal penalties must be
supported by a stronger reason. Punishing a decision-
maker for making a moral mistake, such as choosing
option B over A, is not sufficient justification. In practice,
the system of the car factory may add multiple filters to
complicate the judgment of the moral attributes of a
decision. As such, it is essential to pay close attention to
how these factors affect decision-making in the realm of
driving.

Practically talking, the self-driving car's sensor
design is becoming increasingly sensitive with, for
instance, three types of sensors: camera, lidar, and radar.
According to the California PATH Research Report,
sensing consists of gathering information about the
external environment and the internal system to build a
model, called a world model, that represents and
describes the wvehicle, its surroundings, and the
relationships between them. Depending on the system
function, this model may include the external
environment, such as road conditions, weather, and
traffic; vehicle-performance characteristics, such as
velocity, heading, and tire pressure; and even the
behaviour of vehicle occupants, such as the driver's eye
movements, seat-belt use, and passenger weight
distribution. In a fully autonomous vehicle, all of this
information may need to be incorporated simultaneously
into a complete world model. There are challenges
associated with sense, particularly for systems that
perform complex or multiple functions. First, individual
sensors are limited in what they can detect or measure
and depend on favourable environmental conditions.
Consequently, systems may need to have many different
sensors to gather all the required information and to
provide redundancy and increased reliability. These
sensors generate a tremendous amount of data per
second. Second, the vehicle must be able to process the
data fast enough to avoid a backlog of information. Third,
some of the data will be good data (e.g., colour information
from cameras in the day), and some not (e.g., colour
information from cameras at night), and the system must be
able to recognize the difference. Fourth, data from different
sensors or gathered at different times may conflict;
algorithms must reconcile contradictions in the data and, in
the end, create a complete model that is accurate enough to
enable the vehicle to drive safely and efficiently [9].

Lidar can provide a specific distance and image, but
what if the pedestrian could communicate with the
machine or wearables could communicate with the
machine? The self-driving machine could go to the
sensor to find important characteristics of the pedestrian,
such as thickness or gender. While judging images may

not be a problem now, the initial judgment can lead to
accidents. In other words, a false positive judgment led
to a misjudgement, causing an accident. As more
characteristics are considered, we must consider if they
change the moral importance of decisions A and B. This
is where collision ethics come in. We cannot ignore
characteristics such as gender, age, or wearables and how
they affect the moral permissibility of turning or going
straight. We do not know how the collision ethics system
was designed, including default rules and priority rules.
As wearable devices become more prevalent, we must
consider their impact on decision-making. Overall, we
need to think carefully about the implications of collision
ethics and the impact of different characteristics on
decision-making in self-driving cars.

While legal practitioners may focus more on legal
responsibility, the law assumes that behaviours deemed
criminal are also morally reprehensible. However, in
cases such as the trolley problem, where the behaviour
may not necessarily be morally reproachable but still
requires legal punishment, other reasons must be given to
justify the punishment. Therefore, when considering
punishment for actions in the trolley problem, careful
thought must be given to the reasons for punishing the
tram or the manufacturer of the tram. In one scenario, if
the manufacturer of the tram is to be held responsible, it's
possible that they included ethical rules or features in the
collision process that are morally unacceptable. For
instance, we may not allow annual income to be a
consideration in collisions as it prioritizes one life over
another based-on income. If the manufacturer were to
include income as a factor, it would be morally
reprehensible as it creates a priority index that is not
justified. However, if the decision-making process uses
features like whether a person is pregnant, determined by
a computer system, it may be morally acceptable. Some
features are not necessarily justified but are morally
acceptable and unacceptable. But what if the place of
residence is used? For example, wearable devices and zip
codes can determine whether a person is from a high or
low-income area, and the tram's collision decision is
made accordingly. We may feel that this is morally
wrong and should not be done. In this case, if there is a
legal penalty, we need to examine the elements that the
manufacturer included in the design that do not meet our
moral standards. It's not just about punishing the
manufacturer because an accident happened, but it's
about the ethical considerations that went into the design.
In other words, the designer of the system may be making
decisions about how to prioritize human life, and this
may involve ranking and ordering. However, the issue is
not necessarily whether human life can be measured or
valued, but rather whether the factors used to prioritize
human life are morally justifiable. Designers are likely
considering what factors to include in the system, but the
justification for these factors is a major concern.
Currently, it is unclear what factors are being used, but it
is important to consider that designers may be aiming to
create machines that can make decisions for us.
Therefore, the focus should be on ensuring that the
factors used in the system are morally justifiable.

Results and Discussion. The autonomy of the car is
most obvious in the face of road emergencies. In other
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words, when a self-driving car is running, if it encounters
an unexpected situation on the road, it should brake
urgently, turn right, or turn left, relying on Al to perform
calculations according to the current situation (data).
Thus, when the self-driving car faces an unexpected road
situation, whether to brake or turn, it is no longer
predictable by human beings but is independently
determined by the Al system. The embodiment of
intelligence in vehicles is still automatic, or partially
autonomous, yet, in any scenario users should still pay
attention in the event of death, injury, or other levels of
wrongdoing (see [16]). Commonly, the behaviour of the
user is the object of administrative evaluation. For
example, when a vehicle equipped with a driver
assistance system, possibly by an automatic cruise
control system, or partial autonomy adaptive (active)
cruise control system, but if drivers do not pay attention
to the situation in front of the car and cause a car accident
—should be held responsible. Salvendy Gavriel and June
Wei found the coordination relationship between the
longitudinal acceleration and the lateral motion of the
vehicle according to the steering behaviour of experienced
drivers and vehicle movement state. Based on this
coordination relationship, a human-computer driving
control system reduces the difficulty of driving in curves and
assists the driver to control the longitudinal acceleration
according to the driver’s steering operation. By
comparing acceleration changes and steering angles with
or without a cooperative control system, the feasibility
and effectiveness of the control system for reducing the
difficulty of driving in curves are confirmed [14].

On the other hand, when a car is equipped with an
autonomous driving system, controlled by the
configuration, the Al is the driver, and humans in the car
are the passengers, who, in principle, do not need to pay
attention to the situation in front of the car. And, if a car
accident occurs, how to be held accountable may become
a problem.

In principle, the responsibility of the driver depends
on his behaviour and whether he bears the guilt of
intentional or negligent; but if it is the Al system that
caused the tragedy, it is confusing how to rule the
situation due to a considerable degree of autonomy (See
Okuhama Masaki. Replacement Driver Service Agent
Retrieval System and Replacement Driver Service Agent
Retrieval Program, 2013). Therefore, when the operation
of the autonomous system causes death, injury, or other
related act, who is responsible for the illegal infringement
remains still controversial. In criminal law, when Al
could bear criminal responsibility and punishments is a
relatively new view. Looking ahead when a fully
autonomous system emerges, it may face this practical
situation, but the current technology in the frame of
criminal law theory still seems to be appropriate to the
criminal object of legal evaluation and is placed on
human behavior with the essence of wrongfulness. In the
scenario of a self-driving car an incident, what may be
evaluated is the behaviour of the user or developer.

The authors of this article suggest using the term
"user" instead of "driver" when referring to individuals
concerning autonomous self-driving cars. The reason
behind this is that in a fully automated self-driving car,
there may not be a traditional "driver" in the sense that

we currently understand it. Instead, the person using the
self-driving car should be viewed as a user of an object
that they legally own and use for transportation purposes.
If someone is using an autonomous taxi or another
transportation service, then their status as a user does not
change and is viewed in the context of a passenger. The
car's sensors and other technologies will monitor the
driving environment and make all necessary driving
decisions without human input. However, responsibility
for any accidents or incidents involving the car will be
evaluated based on the behaviour of the parties involved
and their eligibility in relation to the self-driving car. In
cases where human interaction is required, such as
programming a destination or adjusting the climate
control or entertainment system, responsibility will be
based on the extent of the user's given rights to the self-
driving car. In emergencies where the automated system
needs to be overridden, the user will also be responsible
for any actions taken. Regardless, the authors suggest that
the term "user” should be used to reflect the changing
status of individuals to autonomous self-driving cars.
This approach acknowledges the fact that these vehicles
represent a new paradigm in transportation and that
traditional roles like "driver" may no longer be
appropriate.

Contrary, Volvo presented information about the
car's functions, apps, settings, and user profiles, but it
does not change the fact that the driver is still the user of
the vehicle. The status field displays the active user
profile, network and connection information, and the
clock. The user profiles allow the driver to personalize
the car's settings and functions according to their
preferences. The centre display views are designed to
provide the driver with easy access to information and
functions that can enhance their driving experience, but
they still do not replace the driver's role as the user of the
vehicle. Volvo. Centre display views, updated
18.10.2022,
https://www.volvocars.com/uk/support/car/s90/article/8
14f7a77a5e66¢27c0a801511efadeeb.

Hence, behaviour related to the operation of an
autonomous system should be the user's behaviour and
the behaviour of developers. The user behaviour is
relatively simple because it is autonomous as far as the
Al system is concerned, the user's behaviour is mainly to
start the system; when the system starts, based on its
autonomy, unless the user has a special demand, right or
stops the system, otherwise, the entire operation of each
system is the independent judgment by Al. In contrast,
developers' behaviour or intent is much more
complicated, because the development of self-driving
vehicles is not a single industry, but it involves the
industrial chain operated by many enterprises and
includes experiments on the operation appropriately.

a. Behavioural evaluation of the user

Under the research, when the operation of an
autonomous system involves administrative lawlessness,
since the system is “activated” by the user, the user’s
activation behaviour may be affected by administrative
evaluation. Regarding that in contrast to the criminal law,
in principle, there is no crime because when the user
employs Al correctly, the operation of achieving the
results of the constituent elements is subjectively not
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intentional and unforeseen. As far as possible, there is no
duty of care, so there is no negligence. It can be argued
that there is no direct cause-and-effect relationship
between a user's actions and enlightenment. In other
words, the absence of a particular action does not
necessarily mean that enlightenment cannot be achieved.

In the view of the authors, although the activation
behaviour of the user may appear to cause an
infringement, — in reality, the operation of the
autonomous system is determined by its algorithm. Even
if the constituent elements produce a result, it is
ultimately linked to the Al, and the user is not responsible
for the startup behaviour. This concept is akin to
interrupted causality. Consider a scenario where users in
a self-driving car start the vehicle and then engage in
leisure activities like reading or watching movies. In such
a case, under the study, the Al system is responsible for
driving, and users are not held accountable if an accident
occurs due to the trust and safety conformity of the self-
driving car (product). Therefore, from the perspective of
a significant causal relationship between user behaviour
and autonomous artificial intelligence, it is challenging to
establish a corresponding relationship between the
constituent elements and their results. Nonetheless, after
activating the autonomous Al, users expect safe and
smooth operation. Failure to meet this expectation would
make it difficult for Al products to gain market traction.
Especially without “value adding result” because that is
ultimately the job the user is hiring the product to do —
companies don’t hire Google Analytics to collect and
show their website data, but rather to get actionable
insights on what they can do better [11]. Therefore, based
on the effect relationship and objective attribution test, it
can be argued that since the Al has been legally placed
on the market, the user's activation behaviour does not
create any risks that are not permitted by law, and thus,
the user should not be held accountable.

On the other side of users' fault, users can advocate
their actions based on the principle of reliance, and the
principle of trust. M. Konig and L. Neumayr [8] describe
the results of a study on people's knowledge and attitudes
toward self-driving cars. The study found that most
participants had heard of self-driving cars, but their level
of knowledge was limited. Overall, people tended to have
positive attitudes toward self-driving cars, although
women, rural residents, and older participants were less
positive. People who used their cars more often were also
less positive towards self-driving cars. Young people
were more open to the idea of driverless cars than older
people. While people were open to the idea of riding in a
self-driving car, they were less interested in buying one,
and car-sharing schemes were more appealing. Control
over the vehicle was a concern for many, with the option
to take over in emergencies being highly desired. In legal
theory, the punishment for negligence is restricted when
the perpetrator has fulfilled their duty of care. This is
especially relevant in modern societies where labour is
highly specialised. If an individual has taken all
reasonable precautions, according to the study, they
should not be held responsible for any harm caused by
their behaviour. When it comes to using smart systems,
users have a duty of care as long as the system is legal
and compliant. However, it can be challenging for

ordinary users to detect any abnormalities in Al driving,
and they must rely on legal, factory-made products,
follow regulations, and depend on extension success
factors. Eggers, Felix, and Fabian Eggers [6] find that the
importance of brand extension success factors differs
between parent-brand categories. When renting a self-
driving car from a technology brand, consumers rely
more on experience and capability ft. This could be
affected by the process of renting a self-driving car,
which likely will involve a software with payment
capabilities that the consumers might have experienced
by these companies and consider them capable of. This
notion is supported by the result that experience with an
automobile brand is increased when buying a car. This
experience might originate from showrooms or test
drives at a dealership which plays a more important role
in the purchase context.

Conversely, if users intentionally misuse or violate
their duty of care when using autonomous systems, they
can be held legally responsible for their behaviour. Yet,
intentional abnormal behaviour could include modifying
or altering Al programs or machines without proper
authorisation, illegal intrusion, interference, or
destruction of software and hardware that maintain the
system's operation. Furthermore, if the Al system issues
awarning, and the user disregards it, in this scenario, they
may be liable if a tragedy occurs. Hence, depending on
the case's circumstances, users may be held liable for
intentional or negligent actions. However, it's important
to note that despite the significant progress in Al
development, autonomous systems are yet to be used in
everyday life. And, despite being the most popular self-
driving car in development, no one can say for sure when
it will fully be officially launched. However, notably, the
principle of legally stipulated violations and punishments
still applies to users, even if their behaviour may be
negotiable. Significantly, any accountability for their
actions must be established based on complete
administrative law norms.

b. The evaluation developer’s behaviour

When accidents occur during the operation of an
autonomous driving system, the behaviour of the
developer should be carefully examined, in addition to
that of the user. This is because the known fact when the
operation of the Al is not determined by the user, but by
the developer's pre-set programming. Therefore, the
developer's behaviour plays a crucial role in setting of the
system.

Software and its option to analyse large amounts of
data are the key to the operation of the Al [15]. Therefore,
when the system involves the assessment of lawlessness,
the behaviour of the developer becomes the focus of
discussion. Logically, when the developer intentionally
manufactures technology for a purpose that is forbidden
by law, likewise criminology intended cyberattacks, then
the developer's behaviour will be punished as a crime. In
the era of self-driving cars, vehicles are interconnected
with other devices, such as other vehicles (car-to-car) and
transportation facilities, through the Internet of Things.
While such interconnections bring conveniences, such as
traffic information and online services, they also increase
the possibility of cybercriminals attacking self-driving
systems and remotely altering the mode of driving. This
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raises concerns regarding the sufficiency of current
cybercrime laws and the potential for self-driving cars to
be used as tools by terrorist organizations. Moreover, the
immunity from liability privilege currently enjoyed by
network providers may need to be reconsidered to hold
them accountable for strengthening road infrastructure
and protecting vehicles on the road. It is essential for all
stakeholders, including lawmakers, vehicle
manufacturers, and network providers, to work
collaboratively toward developing appropriate laws and
regulations that address the challenges of cybercrime and
the responsibilities of internet providers.

However, when the developer has no intention for
criminal purposes, but the system processes in a way that
causes death, injury, or other violations of criminal law,
then the evaluation of the developer's behaviour becomes
a complex. For instance, in the case of a self-driving car
accident with cause of death or injury, it becomes
necessary to examine the behaviour of the developer and
determine crime elements. Typically, the concept of
permissible risk [2] is rule out the wrongdoing of the
developer without establishing a crime. Furthermore, this
concept is widely supported by the academic community
and is frequently used in judicial practice, particularly in
traffic accidents. However, for risky behaviour that has a
clear tendency to infringe, in the view of authors,
criminal law needs moderation, yet, it should still be
carefully considered. Distinctively, not all risky
behaviour requires criminal law to intervene. The
concept of tolerable risk [12] is used to distinguish
between the risk and the scope allowed by the law. If the
benefits to human society outweigh the harm, then the
behaviour that creates various risks will be judged based
on the severity of the case. In this respect, the lightest
cases may not matter, moderate cases are subject to
administrative penalties, while severe cases are subject to
criminal penalties.

Driving vehicles has become an indispensable part
of modern life, still the potential risks have to be defined
up to the applicability of the law. Legislators must
consider the rigor of risks and regulate them through
administrative or criminal law accordingly through a
tolerable stake — a collective concept that evaluates the
benefits and dangers of certain behaviour in the context
of overall human interests and social development — so,
a behaviour that enhances human life and promotes social
development, despite its considerable risk, should be
allowed to exist in human society. This is particularly
true for the Al promising inventions about great benefits
but also about potential threats that developers must bear
responsibility for. On the other side, the research regard
if we hold developers strictly liable for every risk, it could
stop innovations and hamper human civilisation.
Therefore, as long as the developer does not engage in
any behaviour that is prohibited by law, any forced
consequences should not be marked to the developer.

c. Evaluation of deterrent behaviour

The previous discussion stated that neither the user
nor the developer should be held criminally responsible
in the event of an accident involving an autonomous
system. While this view does have a positive impact, it
may still be up for debate. As the capabilities of
autonomous technology become more sophisticated, the

scope of human authorisation may widen. This raises
questions about whether the concept of permissible risk
can be applied to the behaviour of developers. For
instance, as technology continues to advance, humans
may one day entrust the responsibility of public safety
and security to machines equipped with autonomous
systems. These techniques may need to exhibit a degree
of aggression to fulfil their duties, but such behaviour
could pose a significant risk to human life and freedom.
While the use may be considered acceptable under
normal circumstances, it is unclear whether developers
should be held responsible for autonomous design that
exhibit aggressive behaviour.

The development of offensive Al for maintaining
public safety is a complex and controversial issue. To
effectively carry out duties, security machines require a
certain degree of offensive ability, similar to human
police officers who are trained in martial arts and
physical skills to respond to various situations. However,
the concept of permissible risk to excuse the potentially
harmful behaviour of developers in this context, in the
view of authors, may not be justifiable under the law.
Based on the research, the concept of permissible risk is
about the balancing of interests, which considers the
overall impact of risky behaviour on society and its
potential benefits. While this may seem like a cautious
approach at first glance, its actual implications are open
to debate, and, therefore, need to compare the interests
involved in order to determine whether a risk is
permissible, as it is impossible to weigh which interest is
overwork without doing so. At the same time the concept
of permissible risk lacks a clear explanation and is
relative to the interests of different subjects.
Consequently, in the case of offensive intelligence, the
balance of interests should be evaluated to ensure that
public safety is maintained without infringing on
individual rights and freedoms. Otherwise, the
acceptance of established societal experiences or realities
cannot be deemed accurate without clear standards. Thus,
risks caused by satisfying the interests of one party
cannot be ignored.

While some argue that tolerable risk is an inevitable
part of living together, this does not clarify the concept's
content. Additionally, social equivalence is a vague
benchmark, making it difficult to use it as a reliable
operational evaluation. The administrative law system
expects rational behaviour from individuals and not
various social roles' behaviour expectations. Moreover,
society comprises multiple and diverse roles, making it
challenging to define a single behaviour expectation.
Therefore, the application of the concept of tolerable risk
remains uncertain, and its classification as permissible
one may depend on the accumulation of individual life
fields or social experience, as well as well-established
customs. As it was stated, the permissibility of risky
behaviour is often judged based on whether it aligns with
social norms, and whether it is beneficial to society.
However, the Al development differs significantly from
past technological advancements, and its impact on
society may not be as easily foreseeable. The lack of
established standards and habits for measuring benefits
and risks in the emerging field makes it difficult to review
the tolerance of risks. Furthermore, the concept of
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tolerable risk is closely related to objective attribution
theory [10], where the behaviour of the perpetrator
creates an inadmissible risk. Therefore, for instance, the
criminal law for autonomous systems matters,
particularly concerning the behaviour of the restrained,
may not be fully resolved through the constitutive
element of appropriateness. Instead, it may be relevant to
leave these questions to illegality rather than hastily
attempting to resolve the constitutive elements.
Autonomous  systems  represent a  novel
phenomenon in society. Lawmakers also have taken
notice of the changing landscape in transportation, as
evidenced by the U.S. Department of Transportation's
guidelines released in September 2017. These guidelines
encourage countries to begin considering the allocation
of liability among various parties involved in the use of
automated driving systems, including owners, operators,
passengers, and manufacturers. The guidelines also
suggest that insurance policies should be reviewed to
determine who should purchase coverage and how
liability should be assigned. Traditionally, humans have
been held responsible for accidents involving cars. In the
United States, some states require car owners to purchase
auto insurance or bear personal liability for damages. In
the UK, however, all faults are borne by the "operator" of
the wvehicle, and insurance companies may seek
reimbursement from manufacturers if the accident was
caused by a defect in the car. This raises the question of
who exactly qualifies as an "operator”. If a consumer
orders a self-driving car through an app, are they
considered the "operator"? The public believes that risks
associated with driving will persist, and responsibility
will be increasingly placed on manufacturers or
developers, and software programmers. Given the
uncertainty enveloping the field, it is prudent to exercise
caution and avoid any behaviour that is socially or legally
harmful. While behaviours that do not contravene
normative legal values may not be illegal per se, they
should serve as reminders to their perpetrators to exercise
caution and avoid violating legal interests. Autonomous
systems operate under many conditions that are beyond
human comprehension. In the event of an emergency, the
system's response is based on a calculation carefully
designed by the developer and has nothing to do with the
user. This means that human beings lack the ability and
time to intervene in such situations. Hence, risk control
Al measures must be put in place during the development
stage and, for example, regarding the case of a self-
driving car encountering an unexpected situation and
changing direction, which results in an accident. Unlike
a human driver who might change direction to avoid an
accident, the self-driving car's decision is based solely on
the algorithm-made output. Similarly, when a security
machine injures a thief while suppressing a burglary
attempt, it is not considered legitimate self-defence. This
is because the machine's actions are based on an
automotive element rather than the resident's defence and
cannot be considered a community or developer's
defence. Accordingly, if an agency creates an embedded
machine-learning system by supplying the possible rule
options and the objective function, the implementation of
an algorithm that maximizes that objective function and
immediately promulgates the resulting rule should be

sustained against nondelegation objections because it is
functionally serving just as a measurement tool [4]. From
the standpoint of the nondelegation doctrine, the use of
machine learning is not conceptually any different
than the constitutional use of other machines or
instruments (ibid.).

To evaluate behaviours involving autonomous
artificial intelligence, it is necessary to consider them
legitimate behaviours. The most effective way to prevent
illegal activities is through legal acts, as the judiciary is
largely unfamiliar with Al and the research of such
systems requires a high level of specialised knowledge.
Compliance with laws and regulations should serve as the
criterion for judging the legitimacy of such behaviour.
Therefore, legislators and competent authorities must
complete relevant laws on Al and establish its
development as a priority in national policies. The
characterisation of legal norms, particularly the legal
obligations of developers, is a regulatory gap that
urgently needs to be addressed. Until laws are in place,
the application of Al is challenging. Nevertheless, once
relevant laws are established, the autonomous systems,
such as self-driving cars or security machines, will be
able to operate legally and without the risk of committing
a crime which shall lead to the development of
administrative procedures in case of incidents.

Conclusions. The development and use of
autonomous artificial intelligence have brought about
significant changes in various industries, particularly in
the automotive industry with the introduction of self-
driving cars. While the benefits of Al are undeniable,
there are also potential risks and uncertainties associated
with its operation. Developers and users must comply
with laws and regulations that govern the development
and use of Al to ensure that their actions are legal and
consistent with societal norms. Furthermore, it is
essential to establish a legal framework that promotes
responsible and ethical development and use of Al rather
than relying on economic or experiential measures of
benefit. In the event of accidents involving autonomous
Al, it is important to distinguish whether the system has
autonomy or not and to what extent to determine who
should be held responsible. Behaviour that violates the
law is considered illegal and is against the legal order of
the state. However, legitimacy is not just the absence of
illegality. Whether a behaviour is illegal, we need to
evaluate it against the norms of the entire legal system,
not just, for instance, administrative and criminal laws,
and to observe whether a behaviour in the form of an
action violates the legal order as a whole. In a society that
values the rule of law, in principle, behaviour compliant
with the law shall not be punished. When a behaviour is
based on the law, it conforms to legal norms, does not
disrupt the legal order, and cannot be deemed illegal.

The behaviour according to the law is not unlimited.
Once the behaviour exceeds the legal norms with a
reasonable expectation, it becomes illegal. It is
noteworthy that in criminal law, there are regulations for
reducing and exempting penalties for legitimate defence.
In addition, in individual cases, acts following the law
should be judged based on whether their substance is
justified, even if they have legal forms. Although
administrative rules do not have a direct external effect

Bicnux Hayionanvrnozo mexniunozo yHisepcumemy «XI11».

Cepis:

Axmyanvui npobnemu po3eumky ykpaincokozo cycninecmea, Ne 2 2023 61



ISSN 2227-6890

as legal norms, they have an indirect and de facto external
effect.

The responsibility for accidents caused by
autonomous Al systems will depend on the
circumstances (in August 2017 the ethics Commissioner
of the German Federal Ministry of Transport and Digital
Infrastructure Council released a set of 20 ethical
guidelines for driverless vehicles where paras 6 and 9
states that in cases of unavoidable collisions, human life
must take priority over animals and property.) and the
behaviour of the user and developers involved.
Responsibility for the behaviour of users and developers
is critical for ensuring the safe operation. When a self-
driving car is in use, the behaviour of the user is critical
in ensuring the safety of the vehicle. If the autonomous
system causes an accident due to the user's negligence,
the user will be held responsible. However, if the
autonomous system causes an accident due to a defect in
the system, the developer will be held responsible. It is
still arelatively new concept to hold autonomous systems
accountable for illegal actions. While fully autonomous
systems may eventually emerge, current technology and
law theory still place the object of legal evaluation on
human behaviour with the essence of wrongfulness. It is
vital to strike a balance between the advantages and
disadvantages of self-driving cars. However, if this is not
possible, it is better to forecast and prevent the negative
consequences first and reap the benefits later. The
concept of permissible risk, which balances the benefits
and disadvantages of risky behaviour, may not be easily
applicable to the development of offensive autonomous
systems. The lack of established standards and habits for
measuring a ratio makes it difficult to judge due to the
tolerance for risks.

The behaviour of autonomous Al systems is based
on algorithms designed by developers, which means that
risk control measures must be put in place during the
development stage. Additionally, the legal issues of
autonomous Al systems, especially in terms of the
behaviour of the developer or restrained, may not be fully
resolved by the elements of appropriateness. Therefore,
it is prudent to exercise caution and avoid any behaviour
that may be socially or legally harmful. While statutory
regulations are extraordinarily legitimate acts that can
serve as grounds to prevent violations, it is essential to
evaluate behaviour based on whether its substance is
justified, even if it has legal forms.

Real-world testing is necessary to fully realize the
potential of unmanned vehicles, and careful planning and
management are crucial. Self-driving cars hold the most
promise, but more work is needed to make them a viable
option for daily transportation. It is essential to
understand the different types of unmanned vehicles and
their implications for accidents and liability. Developers
must comply with relevant laws and regulations and bear
legal responsibility if they fail to do so. Legislative
measures should distinguish between unmanned vehicle
experiments with remote control and automatic
operation, and developers who comply with the law
should not be held accountable for accidents or injuries
that occur during experiments involving autonomous
intelligence unless there is a violation of the approved
experimental plan. Prosperity in the development of self-

driving cars depends on the encouragement of talent and
funding through relevant laws and regulations, leading to
the integration of Al into daily life.

Moral responsibility can exist without legal
responsibility, and legal responsibility can reinforce our
moral judgments. However, legal responsibility does not
necessarily depend on a moral one, and for an action to
be legally culpable, it must also be morally reprehensible.
In the case of self-driving cars, factors such as morality
and collision ethics play a significant role in decision-
making. As the sensors become more sensitive, the
system's designers must consider that the factors used to
prioritize human life are morally justifiable. The legal
punishment for self-driving cars must entertain the
ethical contemplations that went into their design, not
just the fact that an accident occurred. Therefore, it is
crucial to think carefully about the implications of
collision ethics and the impact of different characteristics
on decision-making in self-driving cars. Finally, the
supreme goal of designers should be to create machines
that can assist in decision-making while adhering to
ethical and moral principles.
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B.E. JI3IOH/[3IOK, B.B. J[3I0OH/[3IOK

BE3NEKOBA EKOJIOTTYHA MOJITAUKA B KOHTEKCTI PEAJIIBAIII IIIJIEA CTAJIOTO
PO3BUTKY

VY cTatrTi po3rIIsSIHYTO Cy4YacHuil ctaH GopMyBaHHS CHCTEMU JICP)KABHOTO PErYJIFOBAHHS Ta MPOOJIEMHI MUTaHHS
3a0e3neueHHs 0e3MeKoBOl eKOJIOTIYHOT MOMITHKM B KOHTEKCTI peaizalii Liled CTajJoro po3BUTKY B YKpaiHi B HOBHX
yMmoBax. OOIpYHTOBaHO TEOPETHKO-METOMOJOTIUHI TMOJIOKEHHSI Ta pPO3pPOOJIEHO KOHIENTYyalbHI — 3acaau
BIOCKOHAJICHHS ICP>KaBHOTO PETyJIIOBaHHS MPUPOI0O0XOPOHHOT CHCTEMU. be3nekoBa ekosIoriyHa MoJIiTHKA BUCTYTIAE
BO)XJIMBUM KOMIIOHEHTOM JIep>KaBHOI TOJIITHKH Yy cdepi HamioHaNbHOI Oe3meku. Y KOHTEKCTI peamizarii Iiijei
CTaJIOr0 PO3BUTKY B YKpaiHi HEOOXiJHO BJOCKOHAJIUTH CHCTEMY JAEPXKABHOTO PETYJIOBAHHS MPUPOIO00XOPOHHOT
cucteMd. EKomoriuHi mpoOieMu MOXYTh NMPH3BECTH 1O AecTalimi3alii CyCHiIbCcTBa, MOPYLICHHS HOPMAIBHOTO
(hyHKIIOHYBaHHS €KOHOMIKH Ta MOTIPIICHHS SKOCTI )KUATTS HACENeHHS. ToMy BaXXIIBO pO3pOOHTH Ta peari30ByBaTH
e(heKTHBHI 3aX0H 010 320e3MeYeHHS eKOJIOTIYHOT Oe3neku. [IpormoHoBaHi aBTOpaMHU CTaTTi 3aX0/IU € aKTyalIbHIAMUA
Ta MOXYTh CIPHATH BIOCKOHAJICHHIO CHCTEMH JIEPKABHOTO PETyJIFOBAHHS IIPUPOIOOXOPOHHOT CHCTEMH B Y KpaiHi.

KuarouoBi cioBa: gepkaBHa €KOJOTIYHA TONITHKA, AEp)KaBHA TONITHKAa y cdepi HAmMiOHATBHOI Oe3MmeKH,
3a0e3MeUeHHS eKOJIOTIYHOT Oe3IeKH.

V.B. DZIUNDZIUK, B.V. DZIUNDZIUK

SAFE ENVIRONMENTAL POLICY IN CONTEXT IMPLEMENTATION OF SUSTAINABLE
DEVELOPMENT GOALS

The article examines the current state of the formation of the state regulatory system and the problematic issues
of ensuring a safe environmental policy in the context of the implementation of the goals of sustainable development
in Ukraine in new conditions. The theoretical and methodological provisions were substantiated and the conceptual
principles of improving the state regulation of the nature protection system were developed. Environmental safety
policy is an important component of state policy in the field of national security. In the context of the implementation
of the goals of sustainable development in Ukraine, it is necessary to improve the system of state regulation of the
nature protection system. Environmental problems can lead to destabilization of society, disruption of the normal
functioning of the economy and deterioration of the quality of life of the population. Therefore, it is important to
develop and implement effective measures to ensure environmental safety. The measures proposed by the authors of
the article are relevant and can contribute to the improvement of the system of state regulation of the nature protection
system in Ukraine.

Key words: state environmental policy, state policy in the field of national security, ensuring environmental
security.

IocTranoBka npoodJieMu. Onaum i3 mpobiemn  3a0e3neueHHs  OE3MEKOBOI  E€KOJIOTIYHOI
HaWBaKIIMBIIINX 3aBIaHb JICP’KaBHOI BIAJIM i CyCIIUIBCTBA €  TIOJITHUKH 3yMOBJIEHO HEPAI[iOHAIBHUM BHKOPHUCTAHHAM
3a0e3nedyeHHs eKoloriyHoi Oe3mekw B KpaiHi, BiI  HPHPOAHO-PECYPCHOTO MOTEHITiaIy, TIPOMUCIIOBUM

BUPIMIEHHS SIKOTO 3HAYHOIO MIpOI0 3aJISKUTh MalOyTHE
Ykpaiacekoi aepskaBu. IlocnneHHs1 yBaru CycriibCcTBa /10

3a0pyTHEHHSIM, HEAOTPUMAaHHAM HOPM EKOJIOTTYHOTO
3aKOHOJABCTBA B YCIX chepax CyCIIIBHOTO KHUTTS.
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